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Abstract
Group-AHP plays an important role in the practical use, but there has not been a perfect method to solve it
so far. This paper is intended for doing some research about the application of Least-squares in the Group-
AHP.
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INTRODUCTION

Analytical Hierarchy Process (AHP) is a method of multi-criteria decision-making, which was proposed
by Satty [1] in the 1970s. It transfers a complicated question into an orderly hierarchy, and orders the
programs by virtue of the people’s judgment, then choose the best option. As a method of combining
the qualitative and quantitative analysis, AHP has been widely used in many fields. Until now, it has
been used in economic analysis and planning, energy and resources policy analysis, research management,
human resources forecasting and planning, business management and so on. Most of the researches now
are focusing on the single AHP, however, when it is used in practice, in order to make policy decisions
more scientific and reliable, it always takes more than one policy-making departments’ or relevant experts’
opinion, which produces more than one judgment matrix. And because of this, it will result in many
problems which are unique to the Group-AHP, such as how to extract useful information from these matrixes
to get the final weights. This problem hasn’t been resolved completely, and the four methods that were
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proposed by scholars from home and broad are as follows [4]: the arithmetical method of the judgment
matrix, the geometric method of the judgment matrix, the arithmetical method of the ordering vector and
the geometrical method of the ordering vector. But there are some drawbacks in these methods. In recent
years, some scholars have proposed other new methods. For example, Wang Yingming [5] proposed the
generalized-least-deviation priority method in 1994. Zheng Ming [6] proposed the weighted logarithmic
least squares in group decision-making. Wang Yingming [7] proposed the geometric least squarepriority
method in 1996. Dong Yucheng [8] proposed a method based on the compatibility of the group decision
making. Liu Peng [9] proposed an interactive method based on experts’ dynamic weights. Lv Yuejin [10]

proposed an improved aggregation method based on the theory of the m-th power graph of simple undirected
graph. All these methods have their own advantages, but none of them is perfect. In view of the importance
of the Group-AHP in reality, based on the achievements of other scholars, this paper concludes a kind
of least-squares method to solve the Group-AHP. The practice proves that the arithmetical method of the
judgment matrix is most useful among the four methods mentioned above. This paper takes advantage of
the least-squares method to overcome the drawbacks of it, and uses the least-squares method again to get
the final results.

1. THE METHOD AND THEORY OF THE APPLICATION OF
LEAST-SQUARES METHOD IN THE GROUP-AHP

Suppose there are M experts, proposing M judgments A1, A2, ..., Am, where Ak =
(
a(k)

i j

)
n×n

, and Ak(k =

1, 2, ...,m) are positive reciprocal matrixes. Assume that α1, ..., αm are the weights of the experts, which are
used to measure the experts’ level, then

m∑

k=1

αk = 1

According to the arithmetical method of the judgment matrix, we can get

A = (α1 A1 + α2 A2 + · · · + αm Am) = (ai j)n×n

Obviously,

ai j =

m∑

k=1

αka(k)
i j , i, j = 1, 2, ..., n

Matrix A is no longer a positive reciprocal matrix, so it’s not a judgment matrix strictly speaking. The
way we solve this problem is that taking its upper triangular or the lower triangular matrix to get the final
weights, which will lose a lot of useful information. In order to reduce the missing of the useful information
and satisfy the condition of a positive reciprocal matrix, we take advantage of the least-squares method to
rectify the matrix A. And then get a matrix A∗, which is close to matrix A[3]. Suppose A∗ = (xi j)n×n,
considering a problem of the least-square as follows:

min
n∑

i=1

n∑

j=1

(xi j − ai j)2

s.t.
{

xi j · x ji = 1
xi j > 0 (i, j = 1, 2, ..., n)

Since Ak(k = 1, 2, ...,m) are all positive reciprocal matrixes, so a(k)
ii = 1(k = 1, 2, ...,m). Then we get

aii =

m∑

k=1

αka(k)
ii =

m∑

k=1

αk = 1 (i = 1, 2, ..., n)
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Observe the objective function we can easily get that there must be xii = 1(i = 1, 2, ..., n) in the optimal

solution. Then according to the constraint condition xi jx ji = 1, we can get x ji =
1
xi j
, (i, j = 1, 2, ..., n),

substitute it into the objective function, the primal problem can be transformed like this:

min

(x12 − a12)2 +

(
1

x12
− a21

)2

+ · · · + (x1n − a1n)2

+

(
1

x1n
− an1

)2

+ · · · +
(

1
xn−1,n

− an−1,n

)2

+

(
1

xn−1,n
− an,n−1

)2


stxi j > 0 (1 6 i 6 j 6 n)

Furthermore, the question can be divided into
n(n − 1)

2
smaller questions:

min

(xi j − ai j)2 +

(
1
xi j
− a ji

)2


st xi j > 0 (1 6 i 6 j 6 n)

Then we construct the function f (xi j) = (xi j − ai j)2 +

(
1
xi j
− a ji

)2

.

Because when xi j → 0 or xi j → +∞, f (xi j)→ +∞, so the minimum of the function must be a stagnation
point, derivate the function, we get

f (xi j) = 2(xi j − ai j) + 2
(

1
xi j
− a ji

) −
1
x2

i j



So the minimum must meet the condition

2(xi j − ai j) + 2
(

1
xi j
− a ji

) −
1
x2

i j

 = 0

Arrange it, we can x4
i j − ai jx3

i j + a jixi j − 1 = 0.
Work out all the normal solution of the equation, the xi j that makes f (xi j) get the minimum is what we

want. Then we can get matrix A∗.
After getting matrix A∗, we take advantage of the least-squares method again, instead of using the

eigenvalue method. The method is as follows:
In practice, the judgment matrix can’t meet the condition ai j = aik/a jk completely, which means ai j ,

Wi/W j. So, we introduce the deviation εi j = ai j −Wi/W j i, j = 1, 2, ..., n.
Then we construct the departure function

F(W) =

n∑

i=1

n∑

j=1

(ai j −Wi/W j)2

According to the idea of the least-squares, we should work out the minimum of F(W), that is solve the
following problem: 

min F(W) =

n∑

i=1

n∑

j=1

(ai j −Wi/W j)2

s.t.
n∑

i=1

Wi = 1
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Obviously, the problem is a nonlinear least squares problem with constraint conditions. It’s hard to solve
such a problem. We use the iteration process from document[2]:

It can be proved that departure function F(W) has at least one minimum W∗, but it’s not unique. And
the minimum is the solution of the following equations:

n∑

j=1

[(
ai j − Wi

W j

)
Wi

W j
−

(
a ji −

W j

Wi

)
W j

Wi

]
= 0 i = 1, 2, ..., n

Please refer to document [2] for the details of the proving process.
After we get the conclusion mentioned above, the specific iteration procedures are as follows:
(1) Get the initial ordering vector W(0) = (W1(0),W2(0), ...,Wn(0))T , set the iterated accuracy as ε,

k = 0. As usual, we get

Wi(0) =

n∑

i=1

ai j

/ n∑

i=1

n∑

j=1

ai j i = 1, 2, ..., n

(2) Calculate

ρi(W(k)) =

n∑

j=1

[(
ai j − Wi(k)

W j(k)

)
Wi(k)
W j(k)

−
(
a ji −

W j(k)
Wi(k)

)
W j(k)
Wi(k)

]
i = 1, 2, ..., n

If ∀i ∈ {1, 2, ..., n}, ρi(W(k)) 6 ε is true, then we stop the iteration process. W∗ = W(k). Otherwise, turn to
the next step.
(3) Find m, it makes

|ρm(W(k))| = max
i
{|ρi(W(k))|}

And set 

Xi(k) =

{
T (k)Wm(k) i = m
Wi(k) i , m

Wi(k + 1) = Xi(k)
/ n∑

j=1

X j(k)

T (k) is the minimum of departure function F(W(k)). It can be proved in theory that T (k) is the nonnegative
real root of the following equation:

t4 + bt3 + dt + c = 0

Where


b = −
∑

j,m

am j
Wm(k)
W j(k)

/∑

j,m

(
Wm(k)
W j(k)

)2

d =
∑

j,m

a jm
W j(k)
Wm(k)

/∑

j,m

(
Wm(k)
W j(k)

)2

c = −
∑

j,m

(
W j(k)
Wm(k)

)2 /∑

j,m

(
Wm(k)
W j(k)

)2

Work out the nonnegative real root of the equation, the ti that makes the departure function F(W(k)) get the
minimum is T (k).
(4) Set k = k + 1, turn to (2).

Since the judgment matrix may not answer the consistency demand, so we must make a consistency
check on the result. As for the consistency check for the Group-AHP, there hasn’t been a perfect method so
far. This paper takes the method that making the consistency check on the comprehensive matrix, instead of
on the single matrix. Since we take the least-squares ordering method, we didn’t get the max characteristic
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root, so the traditional consistency check method that CI =
λmax − n

n − 1
can’t be used directly, so we must

transform it to the following form:

CI =
1

n(n − 1)

∑

16i6 j6n

ai j

W∗j
W∗i

+ a ji
W∗i
W∗j
− 2



Obviously, this method don’t need the characteristic root, instead, it uses the final ordering vector. So, it
applies to all the ordering methods, which makes it can be used widely.

CONCLUSION

Based on the methods that were proposed by former scholars, this paper uses the least-squares method
comprehensively to solve the Group-AHP. The accuracy of the arithmetic has been improved deeply, making
full use of the primary information. Though it’s more complicated than the methods mentioned in the
Introduction, it can be implemented by the software easily, so it has practical meaning.
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